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Summary 
We investigated how selected electromorphological parameters of myelinated axons influence the preservation of 
interspike intervals when the propagation of action potentials is corrupted by axonal intrinsic noise. Hereby we tried to 
determine how the intrinsic axonal noise influences the performance of axons serving as carriers for temporal coding. 
The strategy of this coding supposes that interspike intervals presented to higher order neurons would minimally be 
deprived of information included in interspike intervals at the axonal initial segment. Our experiments were conducted 
using a computer model of the myelinated axon constructed in a software environment GENESIS (GEneral NEural 
SImulation System). We varied the axonal diameter, myelin sheath thickness, axonal length, stimulation current and 
channel distribution to determine how these parameters influence the role of noise in spike propagation and hence in 
preserving the interspike intervals. Our results, expressed as the standard deviation of spike travel times, showed that by 
stimulating the axons with regular rectangular pulses the interspike intervals were preserved with microsecond 
accuracy. Stimulating the axons with pulses imitating postsynaptic currents, greater changes of interspike intervals were 
found, but the influence of implemented noise on the jitter of interspike intervals was approximately the same. 
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Introduction 
 
 Axons are important structures transmitting 
information between neurons. Less is known about the 
modes by which information in neurons is represented, 
how it is transmitted by axons and how the properties of 
axons influence the capacity of transmission. Several 
conceptions have discussed modes of representation of 
information in the nervous system (NS), based mainly on 
the presumption that almost all information is encoded in 
the sequence of action potentials (AP). One of these 
conceptions, rate coding, supposes that stimuli are 

encoded by neurons as an average firing rate of APs 
(Koch 1999) and the precise occurrence of APs is only 
accidental and does not provide any information. This 
coding strategy does not require structures which reliably 
transmit interspike intervals. On the contrary, temporal 
coding assumes that stimuli are also encoded by neurons 
in the temporal pattern of APs, precise interspike 
intervals of which therefore represent additional 
information (Bialek et al.. 1991, Theunissen and Miller 
1995, Koch 1999). In order that the information encoded 
by temporal coding be transmitted to the higher order 
neurons without significant loss of information, the axons 
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should be able to transform reliably the spike pattern 
elicited at the axonal initial segment to the spike pattern 
read at postsynaptic structures. Finding the causes 
affecting this reliability is important for determining the 
extent to which axons support temporal coding. One of 
the most significant axonal properties affecting the 
interspike interval is that the APs of the actual spike 
pattern, due to membrane refractoriness by previous APs, 
propagate at different conduction velocities (George 
1977, Moradmand and Goldfinger 1995). Thus the 
interspike intervals generated at the axonal initial 
segment are changed during propagation, but these 
changes are constant when the same spike pattern is 
repeatedly presented to the axon. Because of this, the 
major cause making the propagation unreliable is the 
noise and we therefore concentrated in our work on the 
following question: “What is the influence of axonal 
intrinsic noise on the precision of AP propagation and 
how do some of the axonal parameters affect this role of 
noise“. By the „precision of AP propagation“, which we 
denote as PP, we understand the ability of the axon to 
maintain the AP propagation velocity constant and hence 
to conserve interspike intervals during propagation. The 
influence of noise on the PP was studied experimentally 
on frog sciatic nerve fibers (Lass and Abeles 1975) and 
also by means of computer modeling on thin 
nonmyelinated nerve fibers (Horikawa 1991). The results 
from these experiments showed that the PP expressed as 
standard deviation of the travel times of APs propagating 
along the axon can only be 5 µs (computed for 10 cm 
long fibers with a radius of several µm) by stimulating 
with a repeated pattern of current. However, this work did 
not analyse the relation between the PP and various 
electromorphological parameters of myelinated axons. 
Because of the latter, new possibilities in computer 
modeling and intensive discussions in the field of 
neuronal coding attracted our attention to these problems. 
We took advantage of computer modeling methods and 
performed all experiments evaluating the PP for axons of 
varying diameters, extent of myelinization, channel 
distribution and levels of thermal and channel noise. We 
chose computer simulations because it is not possible to 
ensure experimental conditions allowing variations of 
such desired parameters on real axons. 
  
Methods 
  
 Our experimental method comprised computer 
modeling. Using the software environment GENESIS 2.1 
(GEneral NEural SImulation System, see Bower and 

Beeman 1994), designed for construction and simulation 
of neuronal compartmental models, we constructed our 
own multicompartmental models of myelinated axons 
based on morphophysiological data (described below). 
The model consisted of internodium segments and 
segments of Ranvier nodes connected linearly, denoted as 
membrane compartments (top of Fig. 1). Each membrane 
compartment was connected with one stochastic Na+ 

channel compartment and one K+ channel compartment, 
the numbers of their Na+ or K+ channels corresponded to 
the channel distribution in real axons (Black et al. 1990, 
Scholz et al. 1993). Using special algorithm which we 
implemented in the GENESIS system (see APPENDIX 
for channel noise), the stochastic channel compartments 
simulated a conductance of an arbitrarily large number of 
stochastically behaving voltage-gated ionic channels 
distributed along the axon. The random fluctuation of the 
states of these channels was responsible for the channel 
noise. We also implemented into the model the thermal 
noise (for details see APPENDIX) by connecting the 
membrane compartments with a random number gene-
rators injecting randomly current into the membrane. 

To determine the role of the noise on the PP by 
taking in consideration various mechanisms of generation 
of AP, we stimulated the axonal model at its beginning 
with rectangular current pulses of regular distribution (at 
a frequency 330 Hz and 300 µs of pulse duration, Fig. 
1B) or with pulses imitating postsynaptic currents (Fig. 
1C). The latter, Isyn (t), were generated as the response of 
α-filter function gsyn (t) (Rall 1967) to the Dirac pulses 
arriving at time intervals of Poisson distribution, 
multiplied by the difference between the electrochemical 
gradient Esyn of ions permeable to postsynaptic membrane 
and voltage V (t) across it: 

 
Isyn(t) = (V(t) – Esyn) · gsyn(t) = (V(t) – Esyn) · α2 Te-αT,
 [units of A]    (1) 
 

where α=τm/tpeak, T=t/τm, τm=Rm·Cm is the membrane 
time constant, t is the simulation time and tpeak is the time-
to-peak of the conductance transient. 
 To compare the precision of AP propagation 
(PP) of various axonal adjustments, we quantified this 
feature by the following procedure: we recorded APs 
using two virtual recording electrodes placed at various 
nodes of Ranvier, the distances from the axonal 
beginning of which, denoted as s and e, were varied. The 
time differences of occurrences of k-th AP at nodes of 
Ranvier at distances s and e were subtracted to obtain the 
time intervals Ik (k=1, .., m; m is the number of generated 
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APs during the simulation time Tsim), which we called the 
travel times. We used three modes of adjusting s and e 
positions of the recording electrodes: modus A (s was at 
the axonal beginning and e at the end), modus B (s was at 
the axonal beginning and e moved from the axonal 
beginning through selected nodes of Ranvier to the 
axonal end), modus C (the positions s and e of selected 

nodes of Ranvier were combined to obtain all their binary 
combinations). From all travel times Ik measured for 
particular s and e position, we evaluated the standard 
deviation σe,s representing precision of AP propagation 
(PP), and for all (depending on used modus) 
combinations of positions s and e, we evaluated the set of 
standard deviations σe,s. 

 
Fig. 1. Structure and 
characteristic of axonal 
compartmental model. (A) 
Particular segments 
(compartments) constituting 
axonal model (depicted at top) 
and the operation of the 
stochastic channel 
compartments (e.g., for Na+ 
channels, depicted below). 
Each stochastic Na+ channel 
compartment is divided into 
eight groups GNai, each 
containing number NNai of 
channels in particular CNai 
gate-configuration. Numbers N 
of channels transiting from, 
e.g. group GNa8 (h13m1) to 
another of the eight groups 
GNaj, is determined by the eight 
random number generators of 
Gaussian distributions with 
means Mtr8,j and variances Str8,j 
derived from transition matrix 
(construction of one Gaussian 
is depicted at top right for the 
transition to GNa7 (h12m1m0). 
(B, C) show modes of 
stimulation, (B) with regular 
rectangular current pulses and 
(C) with postsynaptic pulses. 
The insets represent axonal 
responses to both stimulations. 

(D) The power spectral density of voltage fluctuations recorded at node of Ranvier in the middle of the whole axon (1 
cm in length and 3 µm in diameter) and (E) at separate nodal membrane. Both spectral densities are evaluated without 
stimulating the axon and at rest (-70 mV); the co-ordinates are in common log-log scales. 
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The electromorphological parameters of our 

model were implemented according to available data 
(Tasaki 1959, Black et al.. 1990, Traub et al.. 1994, 

Zachary and Sejnowski 1998). Some of the parameters 
are listed below: 

The electromorphological parameters of our 
model were implemented according to available data 
(Tasaki 1959, Black et al.. 1990, Traub et al.. 1994, 

Zachary and Sejnowski 1998). Some of the parameters 
are listed below: 

  
Rmn = 0.005 ; specific nodal membrane resistance  [Ω·m

2
] Rmn = 0.005 ; specific nodal membrane resistance  [Ω·m

2
] 

Rmin = 10 ; specific internodal membrane resistance  [Ω·m
2
]  Rmin = 10 ; specific internodal membrane resistance  [Ω·m

2
]  
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Cm  = 0.01 ; specific membrane capacitance  [farads/m

2
] 

Ra = 1.0 ; specific axial resistance [Ω·m] 
Em = -73 ; membrane leakage potential [mV] 
ENa = 55 ; sodium equilibrium potential  [mV]  
EK = -71 ; potassium equilibrium potential [mV] 
dt = 0.000001 ; simulation time step [s] 
ρnNa, ρnK  = 2000, 200 ; density of Na+, K+ channel in the node of Ranvier [µm

-2
] 

ρiNa, ρiK = 4, 20 ; density of Na+ , K+ channel in the internodium  [µm
-2

] 
gNa, gK = 20, 13 ; conductance of Na+ and K+ channels [nS] 
Tsim  = 0.2 ; duration of simulation [s]  
l = 1, 10 ; axonal length  [cm] 
d = 0.3 - 23 ; axonal diameter [µm] 
lin = 100 - 4000 ; length of internodium [µm] 
ln = 0.3 - 10 ; length of node of Ranvier [µm] 
R = 0.003 ; ratio between the lin and the ln  [1] 
Nmyel = 3 - 210 ; number of myelin membranes [1]  
Vrest = -80 ; membrane resting potential [mV] 
σ2

Ith  = 2e-17 - 1e-13 ; variance of the current fluctuations due to thermal noise [A2] 
T = 309 ; absolute temperature [K] 
 
To approach the realistic behavior of a real axon, we 
iterated the values of Vrest, dt, Ra, ρnNa, ρnK, ρiNa, ρiK and 
EK, trying to adjust the features of our model (AP 
propagation velocity, refractoriness to stimulation, 
maximal frequency of APs, the width and amplitude of 
AP and course of the afterhyperpotential) so as to 
correspond to those of a real axon. 

In order to determine the relationship between 
the PP and dimensions of the axon, we varied: axonal 
diameter d, number of myelin membranes Nmyel, length of 
internodium lin (depends on the axonal diameter: lin 
=0.146x 103·d, Tasaki 1959), length of node of Ranvier 
ln. We also varied other parameters: ρnNa, ρnK, ρiNa, ρiK, 
EK, Nmyel and σ 2

Ith in order to assess the influence which 
has the number of voltage-gated channels, potassium 
equilibrium potential, number of myelin membranes and 
the power of thermal noise on the PP. 
 
Results 
 

In the first series of our simulations the axon was 
stimulated by regular rectangular current pulses (Fig. 1B). 
To determine the influence of axonal dimensions on the 
PP we varied the diameter of the axon. The relationship 
between the axonal diameter and the PP – represented by 
σs,e – is depicted in Fig. 2A (for 10 cm long axons of 
diameter varying from 3 µm to 23 µm), and in Fig. 2B 
(for 1 cm long axons of diameter varying from 0.3 µm to 
3 µm). Increasing axonal diameter from 0.3 µm to 23 µm 
decreased the value of σs,e from 25 µs to 1 µs. The 

relation between the AP propagation velocity and the 
axonal diameter is shown in Fig. 2C and 2D (Rushton 
1951, Ritchie 1982), demonstrating behaviour of our 
model for propagation of APs. 

 
Fig. 2. Axonal dimension and its influence on the PP and 
AP propagation velocity. (A, B) By increasing the 
diameter of the axon the standard deviations σs,e 
decreased. (A) shows σs,e for axons 10 cm in length, and 
(B) for axons 1 cm in length. (C, D) The relation between 
the axonal diameter and AP propagation velocity. All 
graphs are depicted in The A mode. 
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 In order to determine the influence of the 
thermal noise on the PP, we varied the σ2

Ith variance of 
the current noise from 2e-17 to 1e-13 [A2], which 
corresponded to the temperature change from –272 °C to 
3600 °C (see Appendix equation (4)). In this case the 
channel noise was not implemented in the axon. The 

relation between the σ2
Ith and σs,e is depicted in Fig. 3A, 

showing smaller influence of thermal noise on the PP 
than of the channel noise, even at impracticably high 
temperatures. The axonal length was 1 cm and the axonal 
diameter 3 µm. 

 
Fig. 3. Influence of the thermal 
noise, myelinazation and number 
of channels on the PP. (A) By 
increasing the level of the 
thermal noise power from 2e-17 
to 1e-13 [A2] increased the values 
of standard deviation σs,e. The 
first four values of σs,e are zero 
because the simulation time step 
dt and the number of generated 
AP were too small to enable the 
σs,e to cross the  non-zero value. 
(B) The influence of EK on the 
AP propagation velocity. (C) 
Myelinization affects the AP 
propagation velocity and the 
value of σs,e (D). (E) By 
increasing the number of 
voltage-dependent channels (the 
net conductance of each 
particular axonal segment was 
kept constant) the values of σs,e 
decreased, but due to constant 
net conductance the propagation 
velocity of AP was affected 

minimally (F). All graphs are depicted in the A mode. In all cases (A-F) the axonal length was 1 cm and the axonal 
diameter 3 µm. 
 
 
 Furthermore we were interested whether the 
value of EK influences the precision of AP propagation. 
We varied EK from –70 mV to –80 mV and found only 
nonsignificant dependence between the σs,e and the EK. 
On the contrary, the value of EK influenced the AP 
propagation velocity, implicating the role of EK in the 
time course of the afterhyperpotential (Fig. 3B). The 
axonal length was 1 cm and the axonal diameter 3 µm. 
 In order to establish the role of myelinization for 
the PP, we varied the thickness of the myelin sheath. By 
increasing the number of myelin membranes, the value of 
σs,e decreased reaching 2 µs without a further decrease. 
The largest value of σs,e (18 µs for one myelin 
membrane) was ten times greater than the smallest value 
of σs,e (2 µs for twenty myelin membranes). The 

corresponding velocities of AP propagation varied from 
1.5 m/s to 4.5 m/s, also confirming the influence of 
myelinization on AP propagation velocity in our model. 
These results are depicted in Fig. 3 C-D. The axonal 
length was 1 cm and the axonal diameter 3 µm. 
 Using the following arrangement, it was possible 
to assess the influence of the number of voltage-gated 
channels on the PP by keeping other channel-depending 
features (e.g. AP propagation velocity, Fig. 3F) 
minimally affected. We increased the number of channels 
by decreasing their conductances so that the net Na+ and 
K+ conductances of Na+ and K+ channel compartments 
remained constant („number of channels“ multiplied by 
“conductance” = “net conductance”). Increasing the 
number of Na+ and K+ channels a hundred times (e.g., for 
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ρnNa from 200 to 20000) changed the value of σs,e from 9 
µs to 1 µs (Fig. 3E). These results demonstrate the role of 
the stochastic fluctuations of voltage-gated channels for 
the PP. The axonal length was 1 cm and the axonal 
diameter 3 µm. 

In Figure 4 A-D, four graphs of σs,e are depicted 
for four different axonal settings. In this series of 
simulations, the values of σs,e were computed by 
combining the positions of two recording electrodes 
through all binary combinations of selected s and e 
locations (modus C, see Methods). The values of σs,e of 
the axon with channel and thermal noise are depicted in 
Fig. 4B. Fig. 4A shows values of the axon without 
channel and thermal noise, the values of the axon only 
with channel noise are given in Fig. 4C and the values of 
the axon with thermal noise are demonstrated in Fig. 4D. 

Fig. 4A is markedly different from Fig. 4B-D, 
demonstrating that the model without channel and 
thermal noise sources, stimulated with regular rectangular 
pulses, had zero values of σs,e for all s-e combinations. 
The small values of σs,e in Fig. 4D in comparison to those 
in Fig. 4B demonstrate that the influence of the thermal 
noise on the PP is smaller than of the channel noise. The 
small differences between the corresponding values of 
σs,e in Fig. 4B and 4C introduced by the addition of 
thermal noise also reflect such a relationship. The quasi-
parabolic shapes in Fig. 4B-D indicate the linear 
summations of noise variances (σ∆)2 introduced by axonal 
segments of lengths ∆ along the axon. In this series of 
simulations the axonal length was 10 cm and the axonal 
diameter 3 µm. 

 
Fig. 4. Distribution of σs,e 
along the axon by stimulating 
with regular rectangular pulses, 
and the role of the noise on the 
PP by stimulating with 
postsynaptic pulses. (A-D) The 
positions of s and e electrodes 
are plotted on the abscissas 
denoted as s and e position. The 
values of σs,e for correspondent 
s-e combinations of electrode 
locations are plotted on 
ordinate. (A) The σs,e of axon 
without channel and thermal 
noise. (B) The σs,e of axon with 
channel and thermal noise. (C) 
The σs,e of axon with only 
channel noise. (D) The σs,e of 
axon with only thermal noise. 
Graphs A-D are depicted in 
modus C. (E-F) The differences 
between the σs,e of deterministic 
(without noise) and stochastic 
(with implemented channel and 
thermal noise) axons by 

stimulating with postsynaptic pulses. By this mode of stimulation the values of σs,e were many times higher than those by 
stimulating with regular rectangular pulses. (E) The values of σs,e by stimulating with postsynaptic pulses of frequency 
1000 Hz. As the frequency of postsynaptic pulses decreased to 200 Hz, the intersection between the stochastic and 
deterministic curves appeared (F). The difference between the stochastic and deterministic σs,e curves was of the order 
of σs,e values generated by stimulating with regular rectangular pulses. Graphs (E-F) are depicted in the B mode. In 
cases (A-F) the axonal length was 10 cm and the axonal diameter 3 µm. 
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 In the previous simulation series, the axons were 
stimulated with regular rectangular pulses and therefore 
each AP had identical conditions for propagation. Such 
stimulation did not comply with the physiological 
conditions for initiating APs. We therefore stimulated the 
axon with a postsynaptic-like current (Fig. 1C), which 
caused generation of APs of various interspike intervals. 
By this stimulation, the APs propagated at different 
velocities because of the regions of membrane made 
refractory by previous APs (George 1977). This altered 
the interspike intervals and we found greater values of 
σs,e than by stimulating with regular rectangular pulses. 
To estimate the role of noise by this mode of stimulation, 
we simulated two axons; one with implemented channel 
and thermal noise sources (stochastic axon) and the other 
without channel and thermal noise sources (deterministic 
axon). In Fig. 4E and F we can see the differences 
between the PP of stochastic and deterministic axons. 
These differences indicate approximately the same 
influence of the noise on the PP as by stimulating with 
regular rectangular pulses. Decreasing the frequency of 
postsynaptic pulses, the „stochastic“ and „deterministic“ 
curves intersected (Fig. 3F) and it appeared possible that 
the implemented noise performed partial „correction“ to 
the interspike intervals modified by propagation. 
 
Discussion 
 

It was proposed by Lass and Abeles (1975) that 
the fundamental lower limit of interspike changes during 
propagation is imposed by the noise inherent in axons. 
Our simulation results showed that by stimulating axons 
(with implemented channel and thermal noise) with 
regular rectangular pulses, the greatest influence on the 
PP (precision of AP propagation) had the dimension of 
the axon, similarly as was shown for nonmyelinated 
axons reported by Horikawa (1991). Furthermore, we 
tried to assess the influence of parameters related to the 
dimension of myelinated axons on the PP. We therefore 
varied the number of voltage-gated channels and the 
myelin sheath thickness separately and found their 
significance for the PP. We also separated the influences 
of the channel and thermal noise and found that the 
channel noise affected the PP more significantly than the 
thermal noise. This was in contradiction to the work of 
Horikawa (1991), probably due to small dimension and 
different electromorphological properties of unmyeli-
nated axons. These results were obtained by stimulating 
axons with regular rectangular pulses where the APs were 
generated with interspike intervals of constant lengths 

setting the membrane homogeneously refractory for the 
following APs. 

However, APs are not elicited in vivo by regular 
rectangular pulses and we therefore stimulated axons with 
a postsynaptic-like current causing generation of 
interspike intervals of various lengths. Due to the latter, 
the membrane was made inhomogeneously refractory by 
previous APs causing the APs to be propagated at various 
velocities. This changed the interspike intervals during 
propagation (George 1977), which was manifested by a          
substantial decrease of the PP. The extent to which axons 
perform changes of interspike intervals depends on the 
kinetics of  the voltage-gated channels used. In human 
myelinated axons several types of K+ voltage-gated 
channels (Black et al.. 1990, Scholz et al.. 1993, Reid et 
al.. 1999) were found, the interplay of which may cause 
more complex modifications of interspike intervals than 
our model. However, when the axons were stimulated by 
a repeated pattern of postsynaptic-like currents, the 
changes were constant except for the randomness induced 
by implemented channel and thermal noise. This 
randomness was comparable to the randomness measured 
by stimulating with regular rectangular pulses. Therefore, 
we suppose that if the postsynaptic structures reading the 
APs pattern would have „deconvolution“ ability to 
reconstruct interspike intervals as they were at the initial 
part of axon, the interspike intervals would only be 
distored by the noise.  

We found, that the standard deviation σs,e of the 
travel times of APs, evaluated by stimulating with regular 
rectangular pulses and in the presence of both types of 
noise (channel and thermal noise), was about 5 µs for the 
10 cm long and 3 µm thick myelinated axons. These 
values endow axons with the performance which, if the 
axons indeed perform „deconvolution“, could support 
temporal coding with a precision within µs. However, the 
question remains whether the neurons are able to produce 
the spike pattern with such precision related to time-
varying stimuli (Mainen and Sejnowski 1995, Reich et al. 
1997, Oram et al. 1999). In most neuronal systems, 
interspike variation of few microseconds introduced by 
axons does not probably disturb the information encoded 
in the spike pattern, but in some cases, e.g. in the auditory 
system, an extremely sensitive timing mechanism 
detecting interaural time differences of 10 µs (Moiseff 
and Konishi 1981), based on coincidence detection, 
requires axons preserving interspike intervals at the 
corresponding time level. It is supposed that the 
coincidence detection is also occurring in many cortical 
neurons (Konig et al. 1996), thus highlighting the 
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possible role of axonal intrinsic noise for the limitation of 
transmission of information from the lower order to the 
higher order neurons. 

Although the axonal propagation may be 
affected by other additional sources of noise, e.g. firing of 
adjacent axons, potentials of neighboring synapses, 
diffusion of electrolytes etc., we did not consider these 
noises because of the methodical difficulties and absence 
of necessary data. However, our simulation results are in 
good agreement with experimental data, where the 
additional noises were present (e.g. Lass and Abeles 
1975). Therefore, we assume that the same sources of 
noise as we implemented in our model are mainly 
responsible for the jitter of interspike intervals in real 
axons. 
 
Appendix 
 
Channel noise 
 Each Na+ and K+ voltage-gated ionic channel 
consists of subunits (gates), which behave like binary 
switches. The Na+ channel consists of three activating m-
gates and one inactivating h-gate, while the K+ channel 
has four activating n-gates. Briefly, each gate may be in 
an open or closed state, transiting stochastically and 
without memory between them (the Markov process, see 
Kristak 1998): 
 

        α  
  G0 ←         

β  
→ G1 ,    (2) 

 
where G1 denotes the open (i.e. not inactivated) gate and 
G0 the closed (i.e. inactivated) gate, α and β are the 
voltage-dependent rate constants (3). We suppose that the 
transitions of gates in a particular channel are mutually 
independent. According to the immediate combinations 
of the gates, each voltage-gated channel may be in eight 
(for the Na+ channel: h03m0, h0m12m0, h02m1m0, h03m1, 
h13m0, h1m12m0, h12m1m0, h13m1; denoted also as CNai, 
i=1, .., 8) or in five (for the K+ channel: 4n0, 3n0n1, 
2n02n1, n03n1, 4n1, also denoted as CKi, i=1, .., 5) possible 
configurations, transiting stochastically from one 
configuration into another. The probabilities pi,j of all 
transitions during the simulation time step dt may be 
assigned to 8x8 (i,j=1, .., 8 for the  Na+ channel) or 5x5 
(i,j=1, .., 5 for the K+ channel) symmetric transition 
matrix (for Na+ channel depicted in Fig. 1A at bottom 
right). For all stochastic Na+ and K+ channel 
compartments at each simulation time step, we calculated 

the transition matrices, items of which were derived from 
the rate constants αm, βm, αh, βh, αn, βn (3). 

The kinetics of the Na+ and K+ channels in our 
model were set according to the kinetics of channels used 
by Traub et al. (1994): 

 
 

Na activation (m): (3) 
αm=0.8·(17.2-Vrest)/(exp((17.2-Vrest)/4)-1) 
βm = 0.7·(Vrest-42.2)/(exp((Vrest-42.2)/5)-1) 
Na inactivation (h): 
αh = 0.32·exp((42.0-Vrest)/18) 
βh = 10/(1+exp((42.0-Vrest)/5)) 
K activation (n):  
αn=0.03·(17.2-Vrest)/(exp((17.2-Vrest)/5)-1) 
βn = 0.45·exp((12-Vrest)/40) 
 [ units in ms-1]  
 
The kinetics of these channels was several times faster 
than those of the classic Huxley-Hodgkin channels 
(Hodgkin and Huxley 1952). 
 In each nodal or internodal stochastic channel 
compartment, there were on the average several 
thousands voltage-gated ionic channels. Depending on 
the actual gate-configuration of these channels, the Na+ or 
K+ channels in the stochastic channel compartment were 
distributed into eight GNai (for the Na+ channel, see Fig. 
1A) or five GKi (for the K+ channel) groups, each group 
containing the number NNai or NKi of channels being in 
the CNai or CKi gate-configuration. The probability of 
transition of the defined number of channels from one 
group to another during the time step dt is determined by 
the binomial distribution (DeFelice 1981b). If the number 
of channels in the stochastic channel compartment is 
large enough, which occurred in our case, the Gaussian 
distribution of defined variance Str and mean Mtr 
approximates the binomial distribution. To generate a 
new distribution of channels in the stochastic channel 
compartment at each simulation time step, we derived 
from the transition matrix the means Mtri,j=NNai·pi,j and 
the variances Stri,j= NNai · pi,j·(1-pi,j) of 64 (for Na+ 
channels) or of 25 (for K+ channels) different Gaussian 
distributions. For example, one Gaussian distribution for 
the transition from GNa8 (h13m1) to GNa7 (h12m1m0) is 
depicted in Fig. 1A (at top right). The outputs from a 
random number generators of the mentioned Gaussian 
distributions were the numbers N of channels transiting 
between groups within the stochastic channel 
compartments. Because only the channels in group GNa8 
(gate configuration h13m1) or in GK5 (gate configuration 
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4n1) were open, the fluctuation of NNa8 or NK7 in each 
stochastic channel compartment was responsible for the 
channel noise. Using this method we simulated the 
channel noise more rapidly than it was possible by the 
Monte Carlo approach, with the same dynamics of 
voltage-dependent channels as by a numerical solution of 
the Huxley-Hodgkin differential equations. 
 
Thermal noise 
 

The thermal Johnson noise represents a 
fundamental inherent noise in the real systems. The effect 
of this noise can only be reduced by decreasing 
temperature or impedance (DeFelice 1981a). Thermal 
noise can easily be modeled because the power spectral 
density SIth of the current fluctuation of a resistance R is 
flat for all frequencies (white noise): 

   
SIth (f) =2·k·T/R   [units of A2/Hz]    (4) 
 
where T is the absolute temperature of the conductor, 
k denotes the Boltzman constant, f is the frequency. We 
modeled the resultant thermal noise as an output from the 
random number generators connected to the membrane 
compartments of known specific nodal and internodal 
membrane resistances Rmn and Rmin, injecting into them 
random currents of Gaussian amplitude distribution with 
zero mean and σ2

Ith variance:  
 
σ 2

Ith=∫-B

+B
SIth (f) df = 4·k·T·B/R [units of A2]  (5) 

 

B = 1/dt [units of Hz] denotes the bandwidth of the 
measurement system, in our case the reciprocal value of 
the simulation time step. All generators of thermal noise 
were mutually independent.  
 We transcripted the algorithm for generation of 
channel and thermal noise into the C language script and 
incorporated it in the GENESIS simulator. We measured 
the power spectral densities of voltage fluctuations at the  
axonal membrane to verify the correctness of imple-
mentation of the channel and thermal noise. In Fig. 1D is 
the power spectral density at the nodal membrane of the 
whole axon with diameter 3 µm and of length 1 cm 
measured at rest. The course resembles the 1/f noise 
(DeFelice 1981). In Fig. 1E the power spectral density at 
a separate patch of nodal membrane of area 11 µm2 
resembles Lorentian noise (DeFelice 1981). These power 
spectral densities are comparable, considering their 
amplitude and course, to those measured experimentally 
(Siebenga et al. 1972) or to those computed analytically 
(Manwani and Koch 1999). 
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