Variability measures of positive random variables
Supporting information S1

Lubomir Kostal'*, Petr Lansky!, Ondrej Pokora!

1 Department of Computational Neuroscience, Institute of Physiology, Academy of
Sciences of the Czech Republic, Prague, Czech Republic

x E-mail: kostal@biomed.cas.cz

Note: We refer to the equations in the main text by their number, e.g., Eq. (1), while equations in this
material are numbered as Eq. (S-1), Eq. (S-2), etc.

Calculation of ¢, and c;

Gamma distribution with shape parameter k£ and scale parameter 6§ has probability density function given
by Eq. (11). The differential entropy (2) of this distribution is equal to [1, p.661]

h(f) =0+ InT(k) + (1 — k)U(k)+k |, (S-1)

where ¥(z) = L InT(2) is the digamma function [2]. Then, using Eqns. (3) and (4) and relation E (T') =

k 6, the entropy-based dispersion coefficient is directly calculated,

By substitution k = 1/c2, ¢, can be expressed in terms of the coefficient of variation, c,, as

(1—c)[1—W(1/c})] } . (S-3)
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The log-density of the gamma distribution is equal to
t
lnf(t):(k—l)lnt—g—lnF(k)—k;lnH (S-4)
and its derivative has simple expression
Olnf(t) Ok—1)—t

at 0t ' (8-5)

The Fisher information (7) becomes

) _1)\2 k=1 axp(—

To calculate this integral, it is convenient to divide the expression into three integrals and employ the
relations

/ thlexp(—t/0)dt = 0* 1T (k —1+1) for 1=3,2,1 . (S-7)
0

In this case, the resulting Fisher information evaluates to

1

J(f):m



provided k > 2, otherwise the integral does not converge. Substituting J(f) into Eqns. (8) and (9), the
Fisher information-based dispersion coefficient is obtained,

k—2
CJ = k . (S—g)

In the parametrization in terms of ¢, it can be expressed as relation

cr=+c2(1—2c2) (S-10)

which is valid for ¢, < v/2/2.
Inverse Gaussian distribution with mean g and scale parameter o has probability density function
f(t) given by Eq. (15). Its log-density evaluates to

In f(t) = —%m (271'02 t3) — M . (S-11)

Substitution into Eq. (2) gives the following expression for differential entropy. Is is convenient to separate
it into several integrals in accordance with the power of variable ¢,

h(f) = ;1n(2m2)/0oo f@)dt +
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All the integrals in (S-12) can be directly calculated, except the second one which needs special treatment.
By [3], the density f(t) can be written in terms of the modified Bessel function of the second kind, K (v, z),

with v = —1/2,
_ 1 [ 1 2 4 t2
f@) = —QK(_l ’ ) t—SeXp <_2M2 a7 (S-13)
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The advantage of such a representation lies in the calculation of the integral

e 2
/o f@)Intdt =lnp— Hm exp (ﬁ) K10 (—%, M}ﬂ) ) (S-14)

which employs per partes only. Here, K (10 (v, z) = a%K (v, z) denotes the derivative with respect to the
first argument. After substitution o2 = ¢2 for parametrization by c,, the resulting expression for the
entropy becomes

_ 1 1 2 3eXP(1/C5) (1,0) 1 1
h(f)=tp+ 5+ 5 2rc) NLT K ( 2) (S-15)

and the corresponding dispersion coefficient (Eqns. (3) and (4)) is equal to

o 27 c2 3exp(1/¢}) o) 1 1
— e v —7’0[( ’ — 5y 3 . -1
cn E (T) \/Texp { m ( 29 C% ) (S 6)

The derivative of the log-density In f(¢) is equal to

Oln f(¢ 1
ai():m?o%? (W —t*=3p*a’t). (s-17)




By direct computation in terms of ¢, the Fisher information can be calculated as

2 (omf)\? 249¢2 + 212 + 218
J(f)_/o ((%) £t)dt = S . (5-18)

Hence, employing Eqns. (8) and (9), the Fisher information-dispersion coefficient results in relation

2c2
= 0 . §-19
“ \/2+9cg 212 + 21 (5-19)

The probability density function, f(t), of the lognormal distribution with parameters p and o is given
by Eq. (19). By [1, p.662], differential entropy of the distribution is equal to

1
hf)=n+ §ln(27r602) . (S-20)
Hence, employing Eqns. (3) and (4) and relation E (T') = exp (,u + 02/ 2), the entropy-based dispersion

coefficient is evaluated as
o 27 o?
= = . S-21
ch E(T) \/ exp(l1+o0?) (5-21)

In the parametrization by the coefficient of variation, ¢,, by substituting o> = In(1 + ¢2), it changes to

/27 [In(1 4 c2)
v . _22
ch e 1+¢2 (8-22)

The derivative of the logarithm of the density f(t) is equal to

Olnf(t) Int—p+o?
ot o2t

(S-23)
Direct calculation of the Fisher information gives

J(f) = /Ooo (W)Qf(t) dt = (1 + 012) exp (~2p 4+ 20%) . (S-24)

After substitution into Eqns. (8) and (9), expressions for the Fisher information-based dispersion coeffi-

cient are obtained:
1 3 5
Cj = (1 — 1—|—0’2> exp <—2U ) (8-25)

for the p, o parametrization, and
1 1
= 1-— - S-26
“ \/( wira) Tea (520

for the ¢, parametrization.
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